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Abstract
Search engines tout retrieval augmented generation (RAG) as the future of search.  There are popular and academic interests in 
generative artificial intelligence (AI), and how it can enable new methods of research. RAG provides a way to mitigate AI 
misinformation and improve results. RAG also raises ethical, commercial, and legal issues that information professionals must 
address. AI-generated misinformation is subject to consumer protection regulations, though Section 230 protections provide 
immunity from externally generated, website-hosted misinformation. For instance, Meta is not liable for harmful medical 
information that users produce on Facebook and Instagram, though Meta would be responsible for harmful medical information it 
produces. Similarly, copyright law affects RAG differently than traditional search, with implications for library collections and 
scholarly communication. This presentation explores how RAG impacts academic libraries and the research process:

● Challenges in evaluating AI-generated information
● Implications for information literacy instruction
● Effects on collection development and resource licensing
● Potential changes to scholarly publishing models
● Ethical considerations for library-provided AI tools

This presentation examines how centralized corporate control of AI technology influences academic research and library services. 
By understanding these issues, librarians can better advocate for responsible AI use in academic settings and guide researchers 
in navigating this evolving landscape.



Retrieval Augmented 
Generation (RAG)

= incorporate search results into a generative AI response



RAG solves common 
problems with generative AI



Misinformation:  
Generative AI 
makes things 
up

RAG can 
compare 
against real 
world info

Image: 
https://commons.wikimedia.org/wiki/File:AI_generate
d_woman_with_extra_legs.jpg   licensed CC-SA-4.0 

by Mikko Paananen



Background on high training costs

GPT = Generative Pre-trained Transformer

Training is expensive

● GPT 3 training cost = over $12 million
● Hugging Face’s BLOOM training cost = around $10 million

Training requires specialized hardware:

● Training GPT4 took 10,000 NVIDIA chips.  (fancy, 
specialized, more than consumer grade chips)

Experts oversee the training process



Problem:  Outdated 
Training Data
Huge cost for one training round for a large 
language model (LLM)

→ If info is out of date, welp, you can’t 
retrain it every day.

RAG can compare to 
up-to-date sources

Image:  https://commons.wikimedia.org/wiki/File:Kurzschluss_12V20A.jpg licensed CC-SA-3.0 by MdE

Image: https://commons.wikimedia.org/wiki/File:MEGWARE.CLIC.jpg licensed CC-SA-2.0 by MEGWARE Computer GmbH



Problem:  Outdated 
Training Data
Application development 
requires some amount of 
stability.

→ Predictability may 
outweigh out of date info 
in a software process

RAG updates info 
without changing 
software behavior

Image: https://commons.wikimedia.org/wiki/File:Water_drop_001.jpg licensed CC-BY-2.0 by José Manuel Suárez



Problem: Most AI 
tools are generalist
High training costs mean only a 
handful of very large tech 
companies are training models, 
and training infrequently.

→ Practically everything is built 
on an API for the same few tools

RAG brings in 
domain specific info

Image: https://commons.wikimedia.org/wiki/File:Exponential_Collatz_Fractal.png licensed as CC0 by Hugo Spinelli



Corporate Benefits of RAG



RAG can maintain the status quo for dominant 
search engines
● Chatbots compete 

with search.
● → Converging 

chatbot and search 
engine may favor 
already-dominant 
tech companies.

https://www.statista.com/topics/10825/ai-powered-online-search/#topicOverview


RAG limits copyright infringement liability



RAG limits 
misinformation 
liability

Section 230 protects a web 
platform hosting content 
made by someone else.

Chatbot text is not made by 
someone else, so no section 
230 immunity.  But… search 
results are someone else’s 
content.

https://www.bbc.com/travel/article/20240222-air-canada-chatbot-misinformation-what-travellers-should-know
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