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of Explainable AI:

Unexplained expert systems and 
cultural acceptance for the 

unexplained



Abstract
Current buzz about artificial intelligence tends to present the excitement as coming 
from technological advances like speed to allow a real time conversation and better 
quality responses from chatbots and generative artificial intelligence.  This talk 
explores how cultural expectations, rather than technology, may be what recently 
reached a tipping point to put artificial intelligence into the public spotlight.  From a 
non-technological perspective, explainability is a major difference between machine 
learning and traditional software which encoded and applied logical rules.  Popular 
acceptance and embrace of machine learning requires a comfort level with not 
having an explanation for why the software does what it does.  This talk explores 
how past developments in how we interact with traditional software accustomed 
the general public to not getting an explanation, even for very explainable software.  
Technology tools like skip logic in forms prevent us seeing the big picture within a 
logical system.  Cloud computing primed us to expect updates over time and accept 
constant changes outside our control to tools that we use daily.  When even 
imminently explainable software is not explained, explainability no longer matters.  
This opens the way for the public to embrace machine learning.



The changing meaning of 
“artificial intelligence”



Machine learning is good at making a 
prediction, and bad at giving an explanation of 
why it did what it did.

Diagram from:  Artificial Intelligence:  An Accountability Framework for Federal Agencies and Other Entities, Government Accountability Office (GAO) (June 2021).



Explainable AI



Diagram from:
Broad Agency Announcement Explainable Artificial Intelligence (XAI) DARPA-BAA-16-53, Defense Advanced Research Projects Agency (DARPA) (August 10, 2016).

Regulation is coming



Regulation is coming
European Union’s General Data Protection Regulation, Recital 71, enacted 2016:  

● Right to an explanation
● “The data subject should have the right not to be subject to a decision, which may 

include a measure, evaluating personal aspects relating to him or her which is based 
solely on automated processing and which produces legal effects concerning him or 
her or similarly significantly affects him or her [. . .] In any case, such processing should 
be subject to suitable safeguards, which should include specific information to the data 
subject and the right to obtain human intervention, to express his or her point of view, 
to obtain an explanation of the decision reached after such assessment and to 
challenge the decision.” (emphasis added)



Avoiding regulation…
… self regulating



Explainable AI



Machine learning is good at making a 
prediction, and bad at giving an explanation of 
why it did what it did.

Diagram from:  Artificial Intelligence:  An Accountability Framework for Federal Agencies and Other Entities, Government Accountability Office (GAO) (June 2021).



Machine Learning…
…not so new



Machine Learning toolkits: Dates of public release

● WEKA:
○ (Waikato Environment for 

Knowledge Analysis)
○ established circa 1997

● MALLET
○ (Machine Learning for Language 

Toolkit)
○ established circa 2002

● OpenNLP
○ established circa 2004

● GATE:
○ (General Architecture for Text 

Engineering)
○ established circa 1995

● RapidMiner
○ (formerly called Yet Another 

Learning Environment)
○ released for sale 2001

● SPSS Modeler
○ (formerly called Clementine)
○ released for sale 1994

● SAS
○ released for sale 1972

● InfiniteInsight
○ (formerly KXEN)
○ released circa 1998

● KNIME
○ released for sale 2006

● … and many more



What is really new?
Culture and attitudes?



Machine learning is good at making a 
prediction, and bad at giving an explanation of 
why it did what it did.

Diagram from:  Artificial Intelligence:  An Accountability Framework for Federal Agencies and Other Entities, Government Accountability Office (GAO) (June 2021).



Machine learning is good at making a 
prediction, and bad at giving an explanation of 
why it did what it did.



Forms going online: Pervasive, it’s all the forms

15+ years ago: Paper forms phased out Today: No paper forms. At all.







Machine learning is good at making a 
prediction, and bad at giving an explanation of 
why it did what it did.

Diagram from:  Artificial Intelligence:  An Accountability Framework for Federal Agencies and Other Entities, Government Accountability Office (GAO) (June 2021).
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